LOVEUS¹: Software Architecture

Michalis Karagiozidis, Dimitris Xenakis, Athanasios M. Demiris, Nikolaos Ioannidis

Abstract-The architecture is an artifact in the design that represents decisions on how requirements are to be fulfilled. As a manifestation of early design decisions, the architecture represents those decisions that are hard to change and hence are deserving a careful consideration. As a consequence, according to the actual phase of the LoVEUS (Location Aware Visually Enhanced Ubiquitous Services) project and the availability of appropriate mobile terminals, a possible architecture and basic implementation issues of the LoVEUS system will be elaborated in this paper.

1 INTRODUCTION

The convergence of evolving mobile technologies (2.5G and 3G) and the Internet will enable completely new services to be developed. Based on the bandwidth and new core services being made available through next generation mobile networks and the counterpart user’s mobile terminals, the LoVEUS system will allow the provisioning of location- and orientation-sensitive multimedia information.

The aim of the LoVEUS project is to provide European citizens with ubiquitous services for personalized, tourism-oriented multimedia information related to the location and orientation within cultural sites or urban settings, occasionally enriched with relevant advertisements. Herein a strong focus will be set on information visualization aspects. The development of a user friendly next generation mobile terminal that integrates mobile phone, Portable Digital Assistant (PDA) and wearable computer technologies and features into one, enhanced by the presence of a Global Positioning System (GPS) receiver and a digital compass builds another important target. Finally the provision, through this basic infrastructure, of a new paradigm for promoting tourism, cultural heritage as well as commercial services, exploiting and expanding the ideas of location aware services will be enabled.

For the time being three basic application scenarios have been recognized as promising for the LoVEUS system. The value-added services (VAS) Visually enhanced content at premium sites, Active Map with City Navigation, and Panoramic View, from which the first one will be outlined in detail for further clarification of the LoVEUS system.

Figure 1 shows the Visually enhanced content at premium sites, which targets the cultural heritage and tourist guide functionality. This will allow the European traveler e.g. to view the reconstruction of an important monument he is looking at. In this way the monument’s “readability” i.e. the degree to which a monument can be comprehended or understood in terms of its original architecture, form and function can be dramatically enhanced. The information received on the user’s terminal will be personalized, matching his individual preferences in terms of content focus (e.g. sports), format (e.g. audio, video) and language (e.g. Greek, English).²

¹ This presentation introduces concepts and technologies deployed within the framework of the IST project LoVEUS (IST-2000-30155), which is funded in part by the European Commission. The authors would like to acknowledge that they are solely responsible for this document, that it does not represent the opinion of the Commission, and that the Commission is not responsible for any use that might be made of data appearing therein.

² In figure 1 the user has his back turned to the scene for better visualization of the next generation terminal and the earphones; in actual settings the user would be looking towards the presented scene.
The LoVEUS system will establish the necessary hardware, software and network infrastructure for location- and orientation-aware services introducing numerous new features for service providers, infrastructure providers and client terminals. In this paper a multi-tier based architecture will be discussed putting special emphasis on the LoVEUS Application Server and Mobile Terminal.

The solution for location and orientation tracking concentrates on the availability of location technologies that are device-based. Alternative technologies that may be provided by the network will be considered as they become available. The mobile network operator participating, in the consortium, will enable the cell-ID and the TA-parameter to be uploaded to the location server. The possible location will be then limited to a circular sector ring of at least 550m. Other methods used for positioning (EOTD, AGPS, etc.) require extra equipment and are out of the projects scope. The terminal/network assisted technology is well suited in the case of poor unassisted GPS satellite visibility, e.g. in urban canyons. The communication protocol between the location server of LoVEUS and the mobile terminal will take into consideration these alternatives and introduce the necessary encoding and information exchange.

The supporting tools enabling the content preparation (tourism and advertisement content are treated the same during this task) and insertion in the system, will of course be considered in the realm of the project, but are out of scope in this paper.

**Paper Outline**

After this introduction, section II illustrates the application server architecture at a general level. Section III discusses the most promising architecture on the Client side while section IV finally concludes this paper with the discussion of basic implementation issues.
2 LOVEUS Application Server

In the following based on the user requirements a draft picture of the LoVEUS functional architecture is provided, along with a description of the component functionality.

As shown in figure 2 the server will consist of a set of components with the **Front Controller** being the part of the server which is responsible for the whole communication and application control. The Front Controller receives the client requests and in the beginning performs the access control via the User Management component. Supposed that the user has been granted access to the desired request the Front Controller maps the request to a set of business logic operations. It then extracts the required data from the request and amends it to the appropriate operations he will call in processing the client request. After calling all operations and components being necessary he waits for their responds. When the called components have finished their work and responded their results to the Front Controller it constructs the respond for the requesting client and sends it back to the client. The constructing of the client respond is basically dependent on the client state, the client type and the user profile. According to the chosen business model the Front Controller generates output being necessary for the correct charging of the end-user’s account for the delivered service.

The **User Manager** component is responsible for the:
- User registration (add new user/update/retrieve/remove),
- User profile management (add new user profile/update/retrieve/remove),
- User device management (add new device/update/retrieve/remove),
- Group registration (submit/update/retrieve),
- Group profile management (submit/update/retrieve),
- Examine user authentication and authorization (access control).

All of the tasks except of the access control are done by the user itself. Possible
ways to do this are through a mobile terminal (e.g. WAP, WWW), PC (e.g. WWW), Phone (e.g. Service Operator). The most important information in adding a new user are the user’s contact information (see VCard properties), the bank account/credit card information, the cultural and heritage information preferences and the advertisement information preferences. This has to be done by every user prior to the use of the service as it is a payable and personalized service.

The Personalization component performs the profile-based personalization in aggregating content according to the user’s preferences and in preparing this content prior to its transmission appropriate for the requesting mobile terminal.

The Multimedia GIS (Geographic Information System) is the component where all the content will be stored. This enhanced GIS will associate GIS data to multimedia objects (tourist and advertisement information) enabling the streaming of multimedia content, especially MPEG-4 BIFS (Binary format for scenes) and synchronized audio streams through the use of a component called Information Streamer. The Information Streamer will consist of commercial, off-the-shelf components, which will be adapted if necessary for the use in these scenarios.

While the user is moving around he will be notified about the existence of “interesting” information by the Notification component. Information will be characterized as “interesting” when the user’s actual position is in an area (location) where information is available which he marked in his personal profile as interesting. These can be either cultural information like a recommended guided tour through an area of the city or advertisement information like a very good restaurant in this area.

One of the user requirements is the possibility for the end-user to get the information (e.g. a picture of the reconstruction of a visited monument) sent to his personal email account. The component Email Forwarder will be foreseen to fulfill this task in addition to the preparation of the content according to the users personal profile (e.g. format and resolution of the picture).

The use of a GPS receiver on the client side makes the Location Server component being optional. In case a Location Server will be used (means the use of a network based positioning technology) the component will be responsible for the provision of the user position, user orientation and the user tracking.

3 LOVEUS Mobile Terminal

The client will investigate the merging of wearable computer technology with next generation mobile phones (2.5G and 3G) and PDA-like functionality into one device, providing the user with independence from “switching” between devices for carrying out similar activities. It will incorporate a digital compass, introducing the notion of orientation, and a GPS module for the exact positioning of the end-user. Also crucial is the operating system granting access to all parts of the terminal, especially to the colour display and the ports.
Figure 3 shows the functional decomposition of the mobile terminal. Additionally to the controlling function the component *Application Control* will handle the complete communication issues (e.g. information exchange with the server) through the use of the GPRS/UMTS hard and software. The *Navigation* component will be responsible for the correct positioning of the user and the navigation/routing based on a digital map view. This means that when a user is walking around in the city and requests for his actual position he will see a map of his environment with an icon indicating his position and direction on this map. The navigation/routing/tracking functionality will be used to help the user find the next Point of Interest (PoI) he wishes to visit or when using the guided tour functionality, which guides the user from one PoI to another according to a predefined order. Whenever a piece of map is required the Navigation component will ask the server for the construction of this map according to the user’s profile, his current position, direction and his application context.

For the smooth rendering and presentation of the whole application a series of components are required, which physically could be one integrated component. Logically there is the component *Text Viewer*, which can view textual information in different languages (e.g. UNICODE), the *Image Viewer*, being able of showing at least one image format and allowing scrolling (according to the user requirements a zoom in/out function is considered a nice to have feature), the *MPEG-4 Player* enabling the streaming of multimedia content, especially MPEG-4 BIFS (Binary format for scenes) and synchronized audio streams. The optional component *Multimodality* could enable multimodal interactions of the user with the application, but is very demanding in the sense of resources and is therefore strongly dependent on the available mobile terminal.

The *Digital Compass*, the *GPS* and the *GPRS/UMTS* components are provided through a combination of Hard- and Software and impose a very high Hardware integration on the mobile terminal.
4 CONCLUSIONS

Concerning the overall architecture there are at least two major frameworks (.NET, J2EE) for the definition and provision of such VAS. Main concerns in choosing the SW architecture are portability and the integration of upcoming standards and existing legacy systems.

The Java™ 2 Platform, Enterprise Edition (J2EE) architecture and its application model (see figure 4) enables the server side integration of legacy systems, the use of different protocols between client and server and the portability of the whole system. Using the J2EE application model the components of the application server could be implemented as Enterprise Java Beans (EJB) communicating with the client via HTTP/HTTPS.

As we will have to implement the functionality for at least two different mobile terminals (one for the GPRS-solution and one for the UMTS-solution) portability of the client application is a crucial requirement. A Java™ 2 Platform, Micro Edition (J2ME, see [2]-[5]) application or applet seems to be suitable, which communicates via the HTTP/HTTPS protocol with the Application Server. The components Application Control and Navigation would then be implemented as an application or applet and a Browser would be used for the presentation of the multimedia content for the PoI. The Java support for rendering MPEG-4 with synchronized audio does, for the time being, not meet the requirements of the application.

A thin client approach where the client would only send periodically his GPS position and orientation to the server and do the information rendering will not be feasible. Doing all the processing on the server side and being in navigation mode would cause a very high communication traffic over the network between client and server. This is because of the GPS and compass information that has to be passed every view seconds to the server and the maps that have to be passed from the server to the client. In addition the scenario Panoramic View will be hardly possible to work in real-time. As a consequence the costs of the application would rise high and a mobile network cell could easily collapse having many end-users using the application simultaneously in a hotspot.

The J2ME consists of two configurations, depending on memory constraints: Connected Device Configuration (CDC) and Connected Limited Device Configuration (CLDC). A configuration is a Java virtual machine (JVM) and a minimal set of class libraries and APIs providing a run-time environment for a group of devices with similar properties in terms of memory, size, and processing power. Configurations provide very little functionality; they just prepare the ground on which to add whatever you need. It is the profiles that give functionality. A profile adds several kinds of functionality, such as graphical user interface, better networking support, and so on. Like configurations, profiles may also be device-category specific.
For example, Mobile Information Device Profile (MIDP) on top of CLDC is most appropriate for small, mobile Internet devices such as mobile phones, smartphones and PDA-like devices, which can spare at least 128KB of memory. Considering the specific needs of this group of target devices, the configuration is very compact and limited. The virtual machine that is used, K Virtual Machine (KVM), is extremely compact with an actual footprint of 40KB to 80KB, depending on compilation options and the target platform. Like any other JVM, it enables you to download and execute applications, and like applets, the applications provide a method for presenting dynamic content. Adding a heap size of 128KB and a few tens of bytes for configuration and class libraries, a typical budget totals 256KB. This value is even within the memory limitations of phone centric 3G devices.

CDC is targeted at somewhat bigger devices, such as set-top boxes and in-car systems, which have more generous environments in terms of processing power and battery power. CDC targets devices with 32-bit processor and up of 2MB memory using the standard Java Virtual Machine or C Virtual Machine (CVM) and providing many more features of the Java standard edition. As CDC is a superset of the CLDC, CLDC-based applications can run unchanged in a CDC-based environment, having any required CLDC-based profile the applications uses available on the device.

As most appropriate mobile terminals (e.g. Compaq’s iPAQ), which will be available by the year 2002, support the J2ME/CLDC/MIDP libraries the implementation of the client as a so called MIDlet would also grand the charm of being able to switch later in time to mobile terminals supporting CDC. As a consequence the application could be easily ported from the GPRS-solution to the UMTS-wearable solution by the year 2003 and adding functionality would be straightforward.

Having discussed all this implementation issues it is important to keep in mind, that the functional decomposition given in this paper is not yet considered final. Adjustments, re-arrangements and perhaps even further breakdowns may make sense and could rise new implementation issues.
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